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a b s t r a c t

The Hopfield neural network (HNN) is one major neural network (NN) for solving optimization or math-
ematical programming (MP) problems. The major advantage of HNN is in its structure can be realized on
an electronic circuit, possibly on a VLSI (very large-scale integration) circuit, for an on-line solver with a
parallel-distributed process. The structure of HNN utilizes three common methods, penalty functions,
Lagrange multipliers, and primal and dual methods to construct an energy function. When the function
reaches a steady state, an approximate solution of the problem is obtained. Under the classes of these
methods, we further organize HNNs by three types of MP problems: linear, non-linear, and mixed-inte-
ger. The essentials of each method are also discussed in details. Some remarks for utilizing HNN and dif-
ficulties are then addressed for the benefit of successive investigations. Finally, conclusions are drawn
and directions for future study are provided.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

In the past two decades, artificial neural networks or neural net-
works (NNs) have been widely developed in solving mathematical
programming (MP) or optimization problems. Among various NNs,
a couple of networks have been utilized for optimization (Looi,
1992; Kumar, 2005), such as Hopfield neural netwoksHNNs) (Hop-
field, 1982), self-organizing feature maps (Kohonen, 1982), and
Boltzmann machines (Ackley et al., 1985). As HNNs and general
NN structure have been developed for almost all classes of optimi-
zation problems, it is worth reviewing their inside techniques, ben-
efits and drawbacks, and future perspectives so that the
presentation will enrich the theories and applications of HNNs in
the future.

Research studies on neurons and their networks for information
processing have drawn much attention by scholars in the fields of
physics, electronics, and electricity. They have tried to formulate
the problems mimicking the behavior of biological NNs to abstract
principles of computation employed by the brain. Hopfield and
Tank made a momentous contribution for neural computation by
solving a traveling salesman problem (TSP) and a linear program-
ming (LP) problem (Hopfield, 1982, 1984; Hopfield and Tank,
1985; and Tank and Hopfield, 1986). Although Shirazi and Yih
ll rights reserved.

: +886 3 572 2204.
en), hshih@mail.tku.edu.tw
(1989) pointed out some drawbacks on the approach, further
improvements and verifications have been made by later investi-
gators (Ricanek et al., 1999).

Constrained optimization problems in general assume that the
minimization (or maximization) of some objective cost (or benefit)
function is subject to various constraints with independent vari-
ables, and these problems are popular in various areas such as in
science, engineering, and business (Bazaraa et al., 2005, 2006).
Technically, the HNN approach to optimization is to handle a dy-
namic system in which its energy function, or a Lyapunov function
(see Appendix A), characterizes the behavior of the networks and
represents the problems to be solved. Its architecture can be real-
ized by the use of an electronic circuit, possibly on a VLSI circuit, as
an on-line solution with a parallel-distributed process (Cichocki
and Unbehauen, 1993). These special characteristics are beneficial
for real-time optimization and have been applied in many areas
such as pattern recognition, scheduling, manufacturing, and
numerous business applications (Looi, 1992; Sharda, 1994; Smith
and Gupta, 2000; Wong et al., 2000; Zhang and Huang, 1995).

Due to renewed interests in NNs by extending HNNs, various
NNs have been proposed. For instance, Kennedy and Chua (1988)
extended the Tank and Hopfield’s work to solve a non-linear pro-
gramming (NLP) problem. Rodrı́guez-Vázquez et al. (1988, 1990)
presented switched-capacitor NNs for solving LP and NLP prob-
lems. Later, Zhang and Constantinides (1992) introduced a La-
grange NNs for solving general NLP problems, and Cichocki and
Unbehauen (1993) proposed the Lagrange multiplier method-
based NN in solving the NLP problem. Xia et al. (2005) offered a
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primal and dual method for solving linear and quadric program-
ming problems. Nonetheless, the studies on NN on optimization
have appeared in diversified journals. Interested readers can refer
to Computers and Operations Research (No.34, Vol. 19, 1992),
Neurocomputing (No. 13, Vol. 8, 1995), and European Journal of
Operational Research (No. 2, Vol. 93, 1996). Some complete bibliog-
raphy of this literature can be taken from books and papers
(Klimasauskas, 1989; Looi, 1992; Sharda, 1994; Widrow et al.,
1994; Wilson and Sharda, 1992).

Because there is no systematic review among plenty of articles
on HNNs for optimization up until now, we intend to classify the
essences of these HNNs for optimization as a guideline of future
studies. Their special structures such as penalty function methods,
Lagrange multiplier function methods, and primal and dual meth-
ods are also illustrated. In particular, energy functions of the net-
works characterize the behavior of the networks and support the
directions to search out solutions for real-time optimization. The
functions are the key to bridging the HNNs and the constraints
optimization problems. On account of this significant importance,
we review the literature based on three technical categories: pen-
alty functions, Lagrange functions, and primal and dual functions.
The contents are organized in the following. Section 2 discusses
general functions and basic aspects of HNNs. The penalty function
methods, Lagrange multiplier methods, and primal and dual func-
tions are overviewed in Sections 3–5, respectively. The uses of
HNNs for LP, NLP, and mixed-integer linear programming (MILP)
are presented by each method. In Section 6, remarks are made
for illustrating the possible difficulties when utilizing HNNs, and fi-
nally, conclusions and directions for future studies are given.

2. General function and basic aspects for HNNs

Neural networks have been characterized in various ways
according to many relevant features (Basheer and Hajmeer, 2000;
Sima and Orponen, 2001). In general, NNs have two kinds of struc-
tures (Zurada, 1992). Both have to be configured such that the
application of a set of inputs produces (either direct or via a relax-
ation process) the desired set of outputs, and various methods exist
to set out the strengths of the connections. One way is to place the
weights explicitly, using a priori knowledge. The other way is to
train the neural network by feeding it teaching patterns and letting
it change its weights according to some learning rule. HNNs belong
to non-training model. In particular, HNNs are considered as feed-
back (or recurrent) without learning from a pattern set (Zurada,
1992). The HNNs consist of a set of neurons and a corresponding
set of unit delays, forming a multiple loop feedback system. Each
feedback loops is equal to a neuron. Basically, the output of each
neuron is feedback, via a unit delay element, to each of the other
neurons in the system.

HNNs are not affected by additional inputs, and each neuron is
fully connected with the remaining neurons by weights and always
updates the connection weights. The associative memory or con-
tent-addressable memory is a memory organization that accesses
memory by its contents and it always searches for the closest
matching from all stored prototypes (Du and Swamy, 2006). This
is analogous to the storage of information in an associative mem-
ory as biological neurons (Kohonen, 1982). In other words, the pro-
cess of association and information retrieval is simulated by the
dynamical behavior of a highly interconnected system of non-lin-
ear circuit elements with collective computational abilities (Hop-
field, 1982).

Due to the above characteristics, HNNs are easily realized for
their capability of parallel computation as a result of being a fully
connected property. The networks use electric circuits to simulate
the actions of biological neurons, and the basic model can be
implemented by interconnecting an array or resistors, non-linear
amplifiers with symmetrical output, and external bias current as
shown in Fig. 1. There are n neurons, and each neuron is repre-
sented by a resistor gi, a capacitance ci, and a non-linear amplifier
with an activation function w(ui), i = 1,2, . . . ,n, respectively. The
resistance–capacitance charging equation determines the rate
change of ui, i = 1,2, . . . ,n, where ui is the input voltage of the ampli-
fier. The input is mapped to the output voltage vi or v i (normal or
invert) through the function w(ui), i = 1,2, . . . ,n, respectively. The
choice of connecting the normal or invert output is dependent on
the positive or negative value of the conductance or weight wij,
i = 1,2, . . . ,n, j = 1,2, . . . ,n. The input of each neuron comes from
two sources, external inputs Ii and inputs from other neurons with
the interconnection strength or weights wij from neuron j to neu-
ron i (Hopfield, 1982). In addition, Hopfield has shown that the suf-
ficient condition for a stable network is that its synaptic weights
are symmetric, i.e., wji = wij with wjj = 0, and, i.e. the system has a
Lyapunov function (Hopfield, 1982). Here, the weights are derived
from the function, and the neurons stay transit according to the lo-
cal information (i.e., feedback) until a steady state is reached
(Burke and Ignizio, 1992).

After a NN model is formulated, Hopfield and Tank (1985) tried
to solve TSPs on a hardware circuit as illustrated above, and later
they (Tank and Hopfield, 1986) extended the concept to deal with
LP problems. However, the model lacks the material technologies
for further development (Hopfield, 1988). Most of the later works
are simulated on digital computers, not on the hardware imple-
mentation. From a practical viewpoint, HNNs have been applied
to many areas of MP problems, and we organize them in a system-
atic way. Interested readers can refer to Burke and Ignizio (1992),
Cichocki and Unbehauen (1993), Klimasauskas (1989), Looi (1992),
Sharda (1994), Smith (1999), Widrow et al. (1994), and Zhang
(2000) for details.
2.1. Classifications of Hopfield networks

HNN is a recurrent NN, synaptic connection pattern, whereby
there is a Lyapunov function for the activity dynamics (Hopfield,
1982, 1984). In the original HNN model the state of the system
evolves from any initial state to a final state where it is a (local)
minimum of the Lyapunov function. Based on the output functions,
HNNs can be classified into two popular forms: discrete and con-
tinuous-time models.
2.1.1. Discrete Hopfield networks
The actions of the neurons in discrete/discrete-time HNN can be

illustrated as yjðkþ 1Þ ¼ w
Pn

j¼1wijxjðkÞ � hi

h i
, i = 1, . . . ,n, j = 1, . . . ,n,

as in Fig. 2, where the unit delay z�1 is yj(k + 1) = w[vj(k + 1)],
v jðkþ 1Þ ¼

Pn
j¼1wijxjðkÞ � hj, hi is an externally applied threshold,

xj is input neurons, and vj(k) = vj(kTs) (k = 0,1, . . . ,k denote the dis-
crete-time and Ts is the sampling period). In general, we always as-
sume the sample period is normalized to unity (Ts = 1).

In the discrete HNN, the units use a bipolar output function
where the states of the units or zero, i.e., the output of the units re-
main the same if the current state is equal to some threshold value:
xi = 0, if

P
jwijxj < hi; otherwise, xi = 1, if

P
jwijxj > hi, and no change

otherwise. Here, wij is the connection weight between units i and j,
and hi is the threshold of unit i. It is obvious that the energy func-
tion is non-increasing with the updating of the neuron’s state
(Hopfield, 1982). In general, the property of a recurrent network
can be described as an energy function, which is used to improve
the stability of recurrent network.

Hopfield (1982) presented an energy function to demonstrate
its stability as
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Fig. 1. Basic structure of HNNs.
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Fig. 2. Discrete-time Hopfield structure.
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EDHNN ¼ �
1
2

Xn

i¼1

Xn

j¼1

xiwijxj �
Xn

i¼1

xiIi ð1Þ

and showed that the energy function is a Lyapunov function, which
can lead the final state into a stable state, if the neurons are, repet-
Fig. 3. Continuous-time
itively, updated one at a time in any order. On the other hand, the
local minimum of the energy function corresponds to the energy
of the stored patterns. According to the work of Bruck and San
(1988), the network can converge to a minimum from any initial
state. Thus, the characteristic is helpful for applications. In addition,
one famous NN for optimization, the Boltzmann machine, is an
extension of discrete HNN. It only replaces the deterministic local
search dynamics of the HNN by randomized local search dynamics
(Kumar, 2005; Kurita and Funahashi, 1996), but it has only been ap-
plied to a small number of problems.

2.1.2. Continuous Hopfield networks
The continuous or continuous-time HNN is a generalization of

the discrete case. The common output functions utilized in the net-
works are sigmoid and hyperbolic tangent functions. Fig. 3 shows
the common circuit of the continuous-time HNN, where Tcj = RjCj,
j = 1, . . . ,n, is the integration time constant of the jth neuron, and
hj is an externally applied threshold. The integrator can be realized
by an operational amplifier, capacitor Cj, and resistor Rj. Here, cj > 0
is called the forgetting factor of the integrator, which forces the
internal signal vj to zero for a zero input. To formulate the network,
we establish a differential equation for the activation potential vj(t)
as Tcjðdv j=dtÞ ¼ �cjv j þ ð

Pn
i¼1wjixi � hjÞ. The output of the neuron is
Hopfield structure.
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given by yj = w(�), which is a continuous output function such as a
sigmoid function.

Hopfield (1984) proposed an energy function for the continuous
HNN as

ECHNN ¼ �
1
2

Xn

i¼1

Xn

j¼1

xiwijxj �
Xm

i¼1

xiIi þ
Xn

i¼1

1
Ri

� �Z xi

0
g�1

i ðxiÞdx; ð2Þ

where the function g�1
i ðxiÞ is a monotone increasing function. Hop-

field and Tank (1985), Tank and Hopfield (1986) introduced the
continuous HNN to solve the TSP and LP problems. Afterwards,
many researchers implemented HNN to solve the optimization
problem, especially in MP problems. Hence, the continuous model
is our major concern. In general, the continuous model is superior
to the discrete one in terms of the local minimum problem, because
of its smoother energy surface. Hence, the continuous HNN has
dominated the solving techniques for optimization problems, espe-
cially for combinatorial problems.

2.2. Methods of Hopfield networks

HNN manipulates MP problems through approximation (Hop-
field and Tank, 1985). It emulates the behavior of neurons through
an electronic circuit. After the circuit is established with many sim-
ilar sets of components, a parallel computation can be realized for
an on-line solution. These special characteristics are beneficial for
real-time optimization and have been applied to solve optimiza-
tion problems such as LP, NLP, quadratic programming, MILP,
and multi-objective linear programming (Bouzerdoum and Patti-
son, 1993; Cichocki and Unbehauen, 1993; Ham and Kostanic,
2001; Hopfield and Tank, 1985; Kennedy and Chua, 1988; Looi,
1992; Rodrı́guez-Vázquez et al., 1988, 1990; Shih et al., 2004;
Smith et al., 1998; Smith, 1999; Wang, 1992, 1996; Xia, 1996).

From the computational aspect, the operation of HNN for an
optimization problem manages a dynamic system characterized
by an energy function, which is the combination of the objective
function and constraints of the original problem. Because there
are some similarities between the function and the formulation
of the NLP problem, many common techniques of NLP can thus
be exploited. In such a way, three common techniques to handle
NLP problems, i.e., penalty functions, Lagrange functions (or aug-
mented Lagrange functions), and primal and dual functions, are
adapted. Firstly, penalty functions use penalty parameters to com-
bine the constraints and the objective function, and then they con-
struct an energy function to be minimized. Secondly, Lagrange
functions (or augmented Lagrange functions) take advantage of La-
grange multiples to construct an energy function to be operated.
Thirdly, primal and dual functions are made up of a primal function
and a dual function and try to reach the minimum gap between the
functions. These three techniques are suitable for solving various
MP problems such as LP, NLP, and MILP. The following sections re-
view the literature of HNNs from a technical standpoint.

3. Penalty function methods

The penalty function method is a popular technique for optimi-
zation in which it is used to construct a single unconstrained prob-
lem or a sequence of unconstrained problems. A searching method
can be adopted to search for the solution in the decision space, and
the steepest descent approach is the popular technique for obtain-
ing the searching direction (Cichocki and Unbehauen, 1993).

In our survey, many NN approaches utilize a rather basic pen-
alty function to build the energy function and usually converge
to a stable point. In the following contents, we illustrate some
essential parts by the classes of LP, NLP, and MILP problems,
respectively.
3.1. Linear programming problems

The common LP problems are illustrated as the primal LP form
(LPF) and the dual LP form (DLPF), of which the formulations of
both can be

min f ðxÞ ¼ cTx; s:t: Ax P b ð¼ gjðxÞP bj; j ¼ 1;2; . . . ;mÞ
and x P 0; ðLPFÞ

where x; c 2 Rn�1; A 2 Rm�n, and b 2 Rm�1;

max gðyÞ ¼ bTy; s:t: ATy 6 c ð¼ fiðyÞ 6 ci; i ¼ 1;2; . . . ;nÞ
and y P 0; ðDLPFÞ

where c 2 Rn�1, A 2 Rm�n, b 2 Rm�1, and y 2 Rm�1 is a vector of dual
independent variables.

Tank and Hopfield (1986) first proposed the NN structure to
solve the LP problem, and its energy function can be defined
as

ETHðxÞ ¼ f ðxÞ þ
Xm

j¼1

ðgþj ðxÞÞ
2 þ

Xn

i¼1

x2
i =2sRii; ð3Þ

where R is an n � n diagonal matrix, s > 0 is a penalty parameter,
and gþ ¼ ½gþ1 ; gþ2 ; . . . ; gþm�

T is a penalty vector when gj(x) < bj. Here,
the penalty parameter s must be sufficiently large to lead the last
term to be neglected. However, this assumption might make their
model unreliable for solving the LP problem (Kennedy and Chua,
1988).

To improve Tank and Hopfield’s NN, Kennedy and Chua (1988)
proposed a kind of NN structure with an inexact penalty function,
where the energy function is

EKCðxÞ ¼ f ðxÞ þ s
2

Xm

j¼1

ðgþj ðxÞÞ
2
: ð4Þ

Here, s > 0 is a penalty parameter, and for an inexact penalty rule,
the solution converges to LP as s ?1. However, there is difficulty
in choosing a huge number of parameters (Cichocki and Unbehauen,
1993). Rodrı́guez-Vázquez et al. (1988) directly use another penalty
method to transform the LP problem into an unconstraint optimiza-
tion problem. Their energy function is illustrated as
ERVðx;aÞ ¼ f ðxÞ þ a
Xm

j¼1

minf0; gjðxÞ � bjg
�����

�����; ð5Þ

where a > 0. A non-negative function will satisfy it. In addition, for
each discrete-time step k, we have xi(k) = max{xi(k),0}. Once the fea-
sible region is reached, the trajectory moves toward the minimal
direction of the objective function. Although Rodrı́guez-Vázquez
et al. (1990) pointed out that their network has no equilibrium
point in the classical sense, however, according to our investigation
(Lan et al., 2007), their network can converge to an optimal solution
of the corresponding convex programming problem from any initial
state.

Maa and Shanblatt (1992) used a two-phase NN structure for
solving the problem. In the first phase, t < t1, t1 is randomly se-
lected, and the structure is the same as in Kennedy and Chua.
The stability of the network is dependent on how to choose the
penalty parameter s and time parameter t1, but it is not easy to
choose t1. If the initial solution does not fall into a feasible region,
then the solution does not converge to the stable state in the final.
In addition, Chong et al. (1999) analyzed a class of NN models for
solving LP problems by dynamic gradient approaches based on ex-
act non-differentiable penalty functions. They developed an ana-
lytical tool helping the systems converge to a solution within a
finite time.
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3.2. Non-linear programming problems

Since non-linearity commonly exists everywhere, NLP problems
have huge applications in the real world and have been drawn
much attention in both theoretical and practical aspects. Although
NLP problems are complex in computation, NN approaches with a
penalty function offer a faster convergence (Hagan et al., 1996). A
general NLP form is shown as (Bazaraa et al., 2006):

min f ðxÞ;
s:t: hiðxÞ ¼ 0 for i ¼ 1;2; . . . ; l;

gjðxÞ 6 0 for j ¼ 1;2; . . . ;m;

x 2 X;

ðNLPÞ

where f, g1, . . . ,gm, h1, . . . ,hl are functions defined on En, X is a subset
of, and x is a vector of n components x1, . . . ,xn. In general, the pen-
alty function fp(x) is represented as fpðxÞ ¼ f ðxÞ þ

Pm
j¼1Kjfj½gj

ðxÞ� þ
Pl

i¼1Kifi½hiðxÞ�, where Kj and Ki are commonly referred to as
penalty parameters, and fj and fi are the terms of penalty function
terms. For instance, a typical NN for solving the NLP problem can
be written as fpðxÞ ¼ f ðxÞ þ

Pm
j¼1Kj maxf0; gjðxÞg

b þ
Pl

i¼1Kiðj hi

ðxÞja=aÞ, where a, b P 0, and the penalty parameters are Kj, Ki P 0.
For the NLP problems, how to choose the penalty parameter is

rather critical. In our survey, the penalty function methods are usu-
ally achieved in either one of the two following ways:

(i) Penalty parameters Ki and Kj are increased for network
training.

(ii) Penalty parameters Ki and Kj are selected with a sufficiently
large positive number that makes the unconstrained prob-
lem close to the approximation problem of NLP.

Many techniques use the steepest descent approach in search-
ing for solutions by the NN dynamic system with the updating
equations x(k + 1) = x(k) � l(@fp(x)/@x), where the learning rate is
l > 0. To prevent the solution from falling into a local minimum,
a noise term to escape it will reach the global optimum. Hence, this
dynamic update equation can be derived as x(k + 1) = x(k)
� l(@fp(x)/@x) + r2n, where n is a noise vector that is randomly
generated with a standard normal distribution z (zero mean and
unity variance) and r2 is a parameter related to convergence
(Cichocki and Unbehauen, 1993).

Silva et al. (2005) introduced another recurrent NN to handle
optimization in which there are constrained terms in different
stages without any hindrance from each other. At the same time,
Effati and Baymain (2005) presented a new recurrent NN model
Table 1
Penalty function methods for optimization problems.

Proposed method Problem
type

Activation function Penalty

Tank and Hopfield (1986) LP Sigmoid function s must be sufficiently l

Kennedy and Chua (1988) LP and
NLP

Sigmoid function s > 0 and will be conve

Rodrı́guez-Vázquez et al.
(1988, 1990)

LP and
NLP

xi(k + 1) = max{xi(k),0} a > 0 and Si ¼
1 if g
0 if g

�

Maa and Shanblatt (1992) LP and
NLP

Sigmoid function e is a small positive co

Watta and Hassoun
(1996)

MILP Sigmoid function A, B, C, D > 0

Aourid and Kaminska
(1996)

MILP Sigmoid function a > 0, l > a/2kmax,k = th
constrained vector

Chong et al. (1999) LP Sigmoid function Parameters chosen fro
Silva et al. (2005) NLP Sigmoid function N/A
Effati and Baymain (2005) NLP N/A Parameters chosen fro

differential equations

Note: N/A – not available.
which is simpler and more intuitive for solving convex NLP prob-
lems. They used a constraint set instead of penalty parameters to
overcome the difficulty of selection. Their work is valuable for
tackling NLP problems.
3.3. Mixed-integer linear programming problem

MILP problems have a number of applications in the real world.
The most common description is with 0–1 variables which can be
represented as (Watta and Hassoun, 1996):

min f ðx; vÞ;
s:t: hiðx; vÞ ¼ 0; i ¼ 1;2; . . . ; q;

gjðx;vÞ 6 0; j ¼ 1;2; . . . ; p;

ml 6 xl 6 Ml; l ¼ 1;2; . . . ;n;

vk 2 f0;1g; k ¼ 1;2; . . . ; r;

ðMILPÞ

where f, g1, . . . ,gp, h1, . . . ,hq are functions defined on En�r, x is a vec-
tor of n components x1, . . . ,xn which satisfy boundaries between ml

and Ml, and v is the 0–1 integer vector of components, v1, . . . ,vr.
Since, the problem with integer variables is difficult to solve

by an approximate technique, its development is rather slow.
Watta and Hassoun (1996) used a coupled gradient network ap-
proach for solving a MILP problem. Their energy function
EWH(x,v) is constructed by summing the objective function
f(x,v) and the penalty function P(x,v) to the constraints. The dy-
namic update is carried out by the steepest gradient descent
with a fixed increment.

We can in general separate the constraints into inequality equa-
tions, equality equations, and bounded variables constraints as
P(x,v) = G(x,v) + H(x,v) + V(v). The first penalty term of the right-
hand side is Gðx; vÞ ¼

Pp
j¼1#½gjðx; vÞ�, where #(n) = n2 for all n > 0,

and #(n) = 0 for all n 6 0. If the solution is unsatisfactory with the
inequality constraints, then the penalty will be effective. The sec-
ond term Hðx; vÞ ¼

Pq
i¼1h2

i ðx; vÞ enforces the equality constraint.
The last term VðvÞ ¼

Pr
k¼1vkð1� vkÞ is to keep the 0–1 variables

feasible. Note that the larger value of penalty functions is 0.5 and
falls to zero as it saturates at vi = 0 or vi = 1. They thus recommend
an energy function as

EWHðx; vÞ ¼ A � f ðx; vÞ þ B�
Xp

j¼1

#½gjðx; vÞ� þ C�
Xq

i¼1

h2
i ðx; vÞ

þ D�
Xr

k¼1

vkð1� vkÞ: ð6Þ
Learning rate Initial state

arge C is a positive
diagonal matrix

N/A

rgent as s ?1 C is a positive
diagonal matrix

N/A

iðxÞ > 0
iðxÞ 6 0 0 < li < 1 Any initial state

nstant and s > 0 N/A Feasible variables

0 < gx, gv < 1 A random initial condition near the
center of phase space

e eigenvalues of N/A Feasible variables

m a selection rule N/A Feasible variables
N/A Feasible variables

m the constrained N/A Feasible variables
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Eq. (6) uses the two activation functions to fit the constraints
xl ¼ qlðh

x
l Þ ¼ ml þ ðMl �ml=1þ e�klh

x
l Þ and vk ¼ rkðhv

k Þ ¼ ð1=1þ
e�kkhv

k Þ, where kl and kk are activation function slopes. Based on
the function, it is crucial to select an initial point. If the origin is
chosen, then the solution is easily restricted by the boundaries of
the decision variables with a non-optimal solution. In addition,
the computational load is much heavier due to the presence of
many parameters, i.e., A, B, C, D, ql (l = 1,2, . . . ,n), rk

(k = 1,2, . . . ,r), gx, gm, kx, and km.
Aourid and Kaminska (1996) proposed another penalty function

for solving a 0–1 LP problem with inequality constraints. They
transformed the general 0–1 LP problem to a concave minimiza-
tion problem and then took advantage of a penalty function to
transform the concave problem into an unconstrained problem.
The model considers two kinds of penalty parameters for their en-
ergy function and provides a selection rule to choose the penalty
parameters for the concave function.

3.4. Summary

The category of penalty function methods for HNNs is the first
category to deal with MP problems. It is easy to formulate an
approximating problem from the original problem with the energy
function, but the penalty parameters are difficult to pick and hard
to implement in the hardware. To overcome the disadvantages,
several other approaches have been applied to escape the local
optimal solution, including noise vector and increasing the training
numbers (El-Bouri et al., 2005; Qu et al., 2006). Although these ap-
proaches are imperfect, they still open up a new viewpoint for opti-
mization. Furthermore, we organize the developments on penalty
function methods in terms of problem type, activation function,
penalty, learning rate, and initial state as shown in Table 1, in order
to understand how these parts are defined and utilized.

4. Lagrange multiplier related methods

Similar to the penalty function methods, Lagrange multiplier
and augmented Lagrange multiplier methods merge an objective
function and constraints into an energy function of the target net-
works. This category uses two kinds of dynamic structures to han-
dle real variables and Lagrange multiplier (dual variables). We will
review these methods for solving the LP, NLP and MINLP problems,
respectively. Afterwards, we organize some essential parts of the
category in Table 2 for the benefit of future research.

4.1. Linear programming problems

Aside from some earlier works, Zhang and Constantinides
(1992) proposed a Lagrange method and an augmented Lagrange
Table 2
Lagrange multiplier related methods for optimization problems.

Proposed method Problem
type

Activation function Penalty

Zhang and Constantinides
(1992)

LP and
NLP

N/A 0 < c < 5

Gong et al. (1997) NLP N/A N/A

Wu and Tam (1999) NLP Sigmoid function k > 0
Walsh et al. (1998) MINLP A hard-limit function for discrete

variables, and a sigmoid function
for continuous variables

bj > 0 and ri

factor know
the continuo

Note: N/A– not available.
method for solving LP problems through HNNs. Their energy func-
tions by Lagrange and augment Lagrange multipliers are listed as

ELðx; kÞ ¼ f ðxÞ þ
Xm

j¼1

kðgjðxÞÞ ð7Þ

and

EaLðx; k;KÞ ¼ f ðxÞ þ
Xm

j¼1

kðgjðxÞÞ þ
1
2

Xm

j¼1

K jgjðxÞj
2
; ð8Þ

where constraints gj(x) should be modified as gj(x) = 0, and k and K
are Lagrange multiplier vectors and positive penalty parameters,
respectively. Both energy functions utilize two types of terms to
fit the real and dual variables, resulting in a longer computational
time. It can be proven that the addition of the quadratic penalty
term in Eq. (8) increases the positive definiteness of Lagrange’s Hes-
sian matrix (Gill et al., 1981). Furthermore, if the coefficients in K
are sufficiently large, then Hessian matrix of the Lagrange can force
to all eigenvalues of its elements to be greater than zero. From the
standpoint of implementation, this characteristic is of great impor-
tance since the solution can be sought in iterations.

Gill et al. (1981) mentioned that if a function is convex, then
gradient-based searching methods are guaranteed to converge to
a local minimum. In addition, Zhang and Constantinides (1992)
also suggested that the penalty parameter K is no more than 5
for convergence. According to our experience (Shih et al., 2004),
K should be a very small number, e.g., 0.01, in order to obtain an
optimal solution.

Shih et al. (2004) introduced an augmented Lagrange multiplier
method to solve multi-objective and multi-level problems based
on the LP approach. Its energy function ES(x,k) is

ESðx; kÞ ¼ cT xþ kTðAx� bÞ � 1
2

kTkþ K
2
ðAx� bÞTðAx� bÞ: ð9Þ

The function includes penalty parameters, a Lagrange multiplier
and a regularization term. Each iteration requires the two steepest
gradients with x and k for the direction of searching for the stable
point, thus obtaining a rather close solution.

4.2. Non-linear programming problems

The Lagrange multiplier methods are commonly exploited in
solving NLP problems. The NN approach uses of Lagrange multipli-
ers to obtain its energy function with a Lagrange multiplier vector k

as fLðx; kÞ ¼ f ðxÞ þ
Pl

i¼1khiðxÞwhere x 2 Rn�1 and k ¼ ½k1; k2; . . . ; kl�T

2 Rl�1. The solving procedure then utilizes the dynamic system of
equations through the steepest descent approach (Ham and Kos-
tanic, 2001). If its objective function is a non-convex function, then
the procedure is easily trapped in a local minimum region. In addi-
Learning rate Initial state

N/A Any initial state

qðtÞ ¼ q0
1þa�t or q(t) = q0 � exp�a�t q0

is large, and a is a positive for
Lagrange multiplier vector; l > 0
for variables

It usually uses the origin
point for initial state

N/A Any initial state
is a scaling

n as the slope in
us neuron i

0 < lc, lk < 1 N/A
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tion, if it does not guarantee that the Lagrange term is a convex
function, then the trajectory may exhibit oscillations near the local
minimum. Hence, Ham and Kostanic (2001) described that a noise
factor a could reduce the oscillation as k(k + 1) = k (k) + lk[@fL(x(k),
k(k))/@k � ak(k)], where 0 6 a 6 1.

Gong et al. (1997) provided a modified Lagrange method for
solving the convex optimization problem. The NNs’ dynamics dem-
onstrate that the equilibrium point satisfies the Karush–Kuhn–
Tucker (KKT) conditions of the original problem. They also provide
a rule for selecting the learning rate as q(t) = q0/1 + at or
q(t) = q0 � exp�at, where q0 is a constant and a is a positive control-
ling parameter for the learning rate. Wu and Tam (1999) provided
a novel NN model for solving the quadratic programming problem
through a Lagrange multiplier.

The other relevant form is the augmented Lagrange multiplier
method with extra penalty terms. The form is faLðx; k;KÞ ¼
f ðxÞ þ

Pl
i¼1khiðxÞ þ

Pl
i¼1KðhiðxÞÞ2, where k and K are the vectors

of Lagrange multipliers and penalty parameters, respectively
(Ham and Kostanic, 2001). The algorithm forms a different optimi-
zation problem at every iterative step and it is closely related to the
so-called QP-based projected Lagrange method (Gill et al., 1981).
For simplicity, the augmented Lagrange multiplier can be extended
to NLP problems with inequality constraints of the form:

faLðx; k;KÞ ¼ f ðxÞ þ
Xm

j¼1

k maxf0; gjðxÞg þ
Xm

j¼1

K
2

maxf0; gjðxÞg
2
;

ð10Þ

where k and K are the vectors of Lagrange multipliers and the pen-
alty parameters with 2 Rm�1, respectively. A compact form can be
expressed as (Ham and Kostanic, 2001):

faLðx; k;KÞ ¼ f ðxÞ þ
Xm

j¼1

Sj½kgjðxÞ þ K=2ðgjðxÞÞ
2�; ð11Þ

where Sj = 1 if gj(x) > 0, otherwise Sj = 0.
Eq. (11) is close to the structure proposed by Rodrı́guez-Váz-

quez et al. (1988) and can find an optimal solution with x and k.
However, this solution is sensitive to the values of Lagrange multi-
pliers and it must take a considerable number of iterations to be
convergent (Gill et al., 1981).
4.3. Mixed-integer non-linear programming problems

Walsh et al. (1998) introduced an augmented Lagrange multi-
plier function method to solve mixed-integer non-linear program-
ming (MINLP) problems. Their form is similar to that in Watta and
Hassoun (1996). They solved large temporal unit commitment
problems in the power system. The MINLP problem is illustrated as

min f ðx;vÞ
s:t: hiðx;vÞ ¼ 0; i ¼ 1;2; . . . ; q;

xl P 0; l ¼ 1;2; . . . ;n;

vk 2 f0;1g; k ¼ 1;2; . . . ; r;

ðMIN LPÞ

where f, h1, . . . ,hq are functions defined on En�r, x is a vector of n
components x1, . . . ,xn, and v is a 0–1 integer vector of components
v1, . . . ,vr. They used an augmented HNN with two sets of neurons:
the continuous neurons xl, l = 1,2, . . .,n, and the binary neurons vk,
k = 1,2, . . . , r.

The activation function gc of the continuous neuron is a sigmoid
function Vcij = wc(Ucij) = 1/2(1 + tanh(kUcij)), where k is a scaling fac-
tor for its slope in the neuron cij, and Vcij and Ucij are the respective
output and input data. Additionally, the activation function gd for
the discrete neuron dij is Vdij = wd(Udij) = 1, if Udij > 0; Vdij = wd

(Udij) = 0, otherwise. Here, Vdij and Udij are the output and input,
respectively. All neurons have a bias input Icij for continuous neu-
ron cij and Idij for discrete neuron dij, respectively. The matrix T
is given a standard interconnection among all neurons, continuous
and discrete. Here, Tdij?ckm is the connection from the discrete neu-
ron dij to the continuous neuron ckm. However, a new form of
interconnection, matrix W, between neuron pairs is introduced.
For example, Wij?km is the connection from neuron pair cij and
dij to neuron pair ckm and dkm. Their energy function of the aug-
mented HNN is then proposed as

Ewalsh ¼ �
1
2

X
i;j

X
k;m

Tckm!cijVcijVckm

 !
�
X

i;j

X
k;m

Tdkm!cijVcijVdkm

� 1
2

X
i;j

X
k;m

Tdkm!dijVdijVdkm

 !
�
X

i;j

IcijVcij

�
X

i;j

IdijVdij �
1
2

X
i;j

X
k;m

Wkm!ijVdijVcijVdkmVckm

 !
: ð12Þ

It is proven that Eq. (12) should be (local) minimized for both the
continuous variables output Vcij and the discrete variables output
Vdij. Since the activation function of the discrete neuron is a hard-
limit function, it will easily drop in a local optimum. If the discrete
variables are selected to be zero, then the binary variables are not
modified for later iterations. Moreover, the continuous activation
function takes advantage of a general sigmoid function tanh (outpu-
t = (einput � e�input)/(einput + e�input)), whose output is between 1 and
�1. Thus, the continuous variables do not stably converge to the
real variables which are greater than 1 or less than �1.

Dillon and O’Malley (2002) proposed another augmented HNN to
solve MINLP problems. Their structure requires many variables and
parameters, and it will adds much computational burden. Hence, the
proposed network may be inappropriate for applications.

4.4. Summary

After surveying the above developments, we find that the
parameter setting for Lagrange multipliers and penalties as well
as the learning rates have major influences on the convergence
and stability of HNNs. Lagrange multiplier and augmented La-
grange multiplier methods require more variables and parameters
than do the penalty function methods. This increases the computa-
tional complexity and is difficult to control, but its structure can
provide a precise solution. Furthermore, we also collect the charac-
teristics of this category of approach for NNs in terms of problem
type, activation function, penalty, learning rate, and initial state
as shown in Table 2, so as to understand in what way the key parts
are involved.
5. Primal and dual methods

The primal and dual methods provide another means to deal
with MP problems. According to the Theorem of Duality, the primal
solution is equal to the dual solution when reaching an optimal
solution in LP (Bazaraa et al., 2006). However, some researchers
rely on the primal and dual rules to construct the energy function.
However, the function is complicated if one considers both primal
and dual variables. Thus, the literature only discusses small-sized
problems (Wang, 1997, 1998; Xia and Wang, 1995; Xia, 1996). This
section presents the network for solving LP, networks flows, and
NLP problems. In addition, we also aggregate some essential parts
of HNNs in this category for the benefit of future studies.

5.1. Linear programming problems

Xia and Wang (1995) first used bounded variables to construct a
new NN approach to solve the LP problem with no penalty param-
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eters. They suggested that the equilibrium point is the same as the
exact solution when simultaneously solving the primal problem
and its dual problem. Hence, they defined an energy function for
solving LP problems as Exw(x,y):

EXWðx; yÞ ¼
1
2
ðcT x� bT yÞ2 þ 1

2
xTðx� jxjÞ þ 1

2
yTðy � jyjÞ þ 1

2
kAT x

� bk2
2 þ

1
2
½AT y � c�½ðAT y � cÞ � jAT y � cj�: ð13Þ

Their NN approach has three important advantages: (i) avoiding a
significant amount of parameters, (ii) escaping from an infeasible
solution, and (iii) being able to estimate the duality gap indirectly.
Afterwards, Xia and Wang (1998) then showed many NNs struc-
tures which include penalty and primal–dual forms for solving opti-
mization problems. They proved that the approach improved the
Maa and Shanblatt’s parameters selection (Maa and Shanblatt,
1992), and demonstrated that it can be used in general MP
problems.

Recently, Malek and Tari (2005) represented two new methods
to solve the primal LP problem and found their optimal solution for
both primal and dual LP problems. They claimed that their meth-
ods give better solutions for dual variables and better optimal solu-
tions. In addition, they realized that the new network can solve LP
problems with efficient convergence within a finite time.

5.2. Network flows

Wang (1997, 1998) proposed two primal and dual methods for
solving assignment problems (AP) and shortest path routing prob-
lems (SPP). The primal AP and dual AP can be formulated, respec-
tively, as follows:

min
Xn

i¼1

Xn

j¼1

cijxij; s:t:
Xn

i¼1

xij ¼ 1; 8j ¼ 1;2; . . . ;n;

Xn

j¼1

xij ¼ 1; 8i ¼ 1;2; . . . ;n; xij 2 f0;1g 8i; j ¼ 1;2; . . . ; n:

ðAPÞ

max
Xn

i¼1

ui þ
Xn

j¼1

v j; s:t: ui þ v j 6 cij 8i; j ¼ 1;2; . . . n:

ðDualAPÞ

Here, cij and xij are the respective cost and decision variables, asso-
ciated with assigning entity i to position j. Here, xij = 1 if entity i is
assigned to position j, and ui and vi are defined as the dual decision
variables. The energy function of the primal assignment problem is

Ew97ðt; xðtÞÞ ¼
x
2

Xn

i¼1

Xn

j¼1

xijðtÞ � 1

" #2

þ
Xn

j¼1

Xn

i¼1

xijðtÞ � 1

" #2
8<
:

9=
;

þ a exp � t
s

� �Xn

i¼1

Xn

j¼1

cijxijðtÞ; ð14Þ

where x, a, and s are positive constants, and aexp(�t/s) is a tem-
perature parameter whose role is to balance the effect of cost min-
imization and constraint satisfaction (Wang, 1993). On the other
hand, the form of the dual AP energy function is formulated as

Ew97dðt; uðtÞ;vðtÞÞ ¼
x
2

Xn

i¼1

Xn

j¼1

fg½uiðtÞ þ v jðtÞ � cij�g2

� b expð�t=sÞ
Xn

i¼1

½uiðtÞ þ v iðtÞ�; ð15Þ

where b > 0, g(�) is a non-negative and non-decreasing activa-
tion function given by w(s) = 0, if s 6 0 and w(s) > 0, if s > 0.
Similar to Eq. (14), bexp(�t/s) is a temperature parameter as
well. He claimed that its computational complexity is reduced
and can be implemented for a large-scale AP in a real-time
basis.

Wang (1998) presented another similar primal dual method for
solving SPP. Based on the edge path representation (Bazaraa et al.,
2005), the SPP can be formulated as an integer LP problem for solv-
ing the minimal-cost SPP. The mathematical formulation is

min
Xn

i¼1

Xn

j¼1;j–i

cijxij

s:t:
Xn

k¼1;k–i

xik �
Xn

l�1;l–i

xli ¼
1; if i ¼ 1
0; if i–1 & i–n

�1; if i ¼ n;

8><
>:

xij 2 f0;1g; i–j; i; j ¼ 1;2; . . . ;n:

ðSPPÞ

The dual SPP can be formulated as

max yn � y1;

s:t: yj � yi 6 cij; i–j; 8i; j ¼ 1;2; . . . ;n:
ðDual SPP1Þ

The term yi denotes the dual decision variables associated
with vertex i. Since the objective function and constraints in
the dual problem involve differences in variables only, an
equivalent dual SPP with n � 1 variables can be formulated
by defining zi = yi � y1, for i = 1, 2,. . ., n. Thus, the dual SPP
formulated is

max zn;

s:t: zj � zi 6 cij; i–j; 8i; j ¼ 1;2; . . . ; n:
ðDual SPP2Þ

Here, z1 � 0. The value of the objective function at its maximum is
still the total cost of the shortest path.

The energy function for the primal SPP can be defined as

Ew98½t; xðtÞ� ¼
x
2

Xn

i¼1

X
k–i

½xikðtÞ � xkiðtÞ� � di1 þ din

" #2

þ a
Xn�1

i¼1

X
j¼2;j–i

cij expð�t=sÞxijðtÞ; ð16Þ

where x, a, and s are positive constants, s and dpq is the Kronecker
delta function defined as dpq = 1 if p = q; otherwise dpq = 0. The role
of aexp(�t/s) is explained in his previous research (Wang, 1993).
Similar to the primal SPP, the dual SPP energy function is formu-
lated as

Ew98d½t; zðtÞ� ¼
x
2

Xn

i¼1

X
j–i

½gðzjðtÞ � ziðtÞ � cijÞ�2 � b expð�t=sÞznðtÞ;

ð17Þ

where x, b, and s are positive constants, w(�) is a non-negative and
non-decreasing activation function, and bexp(�t/s) is the tempera-
ture parameter. He proposed the rules for choosing the parameter,
in which x must be large in order to expedite the convergence of
the dual routing network, and the role of b is usually set to be
b �xcmax to balance the effect of constraint satisfaction and objec-
tive maximization.

5.3. Non-linear programming problems

Wu et al. (1996) presented a primal–dual method to solve LP
and NLP problems and demonstrated that the solution is quickly
convergent with high accuracy. They defined the primal and the
dual methods for the quadratic programming (QP) problems as

min f qðxÞ ¼
1
2

xTAxþ ax; s:t: Dx ¼ b and x P 0; ðQPÞ
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max f qðyÞ ¼ bTy � 1
2

xTAx; s:t: DTy � Ax� a 6 0; ðDQPÞ

where A is an m �m symmetric positive semi-definite matrix, D is
an n �m matrix and rankðDÞ ¼ m; y;b 2 Rn and x;a 2 Rm.

According to the Theorem of Duality, x and y are optimal solu-
tions to (QP) and (DQP), respectively, if and only if x and y satisfy
the following constraints:

Dx ¼ b; DTy � Ax� a 6 0; xðDTy � Ax� aÞ ¼ 0: ðQP-DOPÞ
These models need much computational effort in the NN dynamic
structure and takes up much memory space in each step. Hasam
and Nezam (2006) presented another primal–dual NN structure
for solving LP and NLP problems. The network can obtain a robust
result from any initial solution. Its major advantages include no
parameter setting and low costs for implementation, which are
deemed to be better.

5.4. Summary

This category belongs to a discrete HNN structure so that the
network can be easily implemented in hardware. However, due
to its complexity, how to build a primal and dual network structure
is the major concern. In addition, we see that most networks deal-
ing with network flow problems are classified into this category.
For better understanding, we organize the characteristics of the
methods for NN in terms of the problem type, activation functions,
penalty, learning rate, and initial state as shown in Table 3.

6. Remarks on hopfield networks

This section first defines the traveling salesman problem (TSP)
solved by HNNs. Some drawbacks for the approach are then dis-
cussed. Later, remarks can be drawn on the use of HNNs.

Because Hopfield and Tank (1985) introduced a network model
to solve a TSP, HNNs have dominated the NN approach for optimi-
zation. For a TSP, they gave the following definition. A set of n cit-
ies, A, B, C, . . ., have pairwise distances of separation, dAB, dAC, . . .,
dBC, . . .. The problem is to find a closed tour which visits each city
once, returns to the starting city, and has a minimum total travel
length. Here any individual city is indicated by the output states
of a set of n neurons, and can be in any one of the n positions in
the tour list. For n cities, a total of n independent sets of n neurons
are needed to describe a complete tour. Hence, this is a total of
N = n2 neurons which are displayed as an n � n square array for
the TSP network. Since the representation of neural outputs of
the network in terms of n rows of n neurons, the N symbols of out-
puts will be represented by double indices VXj. The row subscript
has the explanation of a city name, and the column subscript the
position of that city in a tour. To permit the N neurons in the TSP
network to compute a solution to the problem, the network must
be explained by an energy function in which the lowest energy
state corresponds to the best path. The space over which the en-
ergy function is minimized in this limit is the 2n corners of the
N-dimensional hypercube. Consider those corners of this space
which are the local minima of the energy function (Hopfield and
Tank, 1985)

ECHNN TSP ¼ A=2
X

X

X
i

X
j–i

VXiVXj þ B=2
X

i

X
X

X
X–Y

VXiVYi

þ C=2
X

X

X
i

VXi � n

 !2

þ D=2
X

X

X
Y–X

�
X

i

dXY VXi VY;iþ1 þ VY;i�1
� �

: ð18Þ

Here, A, B, C, and D are positive. The four terms in Eq. (18) are
defined as: (i) term 1 is zero if and only if each city row X
contains no more than one 1, i.e., the rest of the entries being
zero; (ii) term 2 is zero if and only if each ‘‘position in tour”
column contains no more than one 1, i.e., the rest of the en-
tries being zero; (iii) term 3 is zero if and only if there are
n entries of one in the entire matrix; and (iv) term 4 describes
lower values corresponding to shorter tours. The first three
terms describe the feasibility requirements and result in a valid
tour by zero (Hopfield and Tank, 1985). The last term repre-
sents the objective function of TSP. In addition, the four param-
eters A, B, C, and D must be chosen by trial and error for a
particular problem. Various results illustrate different strategies
for the actual implementation of HNNs, such as a sigmoid func-
tion with the value in the range (0,1). Eq. (18) can be used to
derive the following expression for the strength of connection
between pairs of neurons Xi and Yj. Since the time for the sys-
tem to converge is an arbitrary unit, the value of the time con-
stant of the amplifiers in the system, s, can be set to 1.0, and
gain u0 is a scalar factor.

Although HNN is the most popular model of NNs for optimiza-
tion, it suffers from some drawbacks: (i) the minimal solution does
not guarantee global optimization; (ii) the artificial variables A, B, C
and D are not easily implemented; and (iii) the energy function
may pose many unnecessary local solutions which are difficult to
avoid (Takahashi, 1998). Until now, many researchers have tried
to improve the drawbacks of HNNs, and we briefly show offer
attention so that future studies could follow.

Wilson and Pawley (1988) first focused on the effectiveness of
computation for the HNN dealing with TSPs. They examined the
original model of Hopfield and Tank (1985) through six aspects.
First, the parameters, i.e., penalty parameters, city sizes, and gain
u0, are rather sensitive to the operating points, as changing by as
little as 10% of their original values can prevent the system from
converging. Second, the input current is at best in randomization.
Third, the distance setting (for the cities) must not be the same
to make reorganization easily. Fourth, the fixed city positions in
a tour can reduce computational complexity, and the quality of
the paths obtained is improved significantly. Fifth the algorithm
of Durbin and Willshaw (1987) provides global information on
its initialization. Their idea introduces a bias into the initial values
to reflect the cities located on opposite sides of the unit square that
are likely to be on opposite sides of a tour. Finally, the weights of an
inter-neural connection must be within a range of values, instead
of the same value initially, in order to avoid degeneracy in the
hardware implementation. After the modifications, the HNNs can
reliably solve small-size TSPs (Wilson and Pawley, 1988).

According to our survey, continuous HNNs have four deficien-
cies that need to be improved for solving large-size problems
(Takahashi, 1998). In the following four sections, we examine
these issues and try to provide some directions for future
research.

6.1. Parameter setting and the initial state

How to set the parameters and choose an initial state are the
two challenges in utilizing HNNs for beginners. We first list these
two parts in our remarks.

6.1.1. How to set parameters
HNN could lead to an infeasible solution finally if the parame-

ters are inadequately set for computation. In fact, its energy func-
tion often causes infeasible solutions in solving TSPs (Kennedy and
Chua, 1988). The investigation on the inter-relationship among the
parameters shows that TSPs do not have a scaling property and
only a small range of parameter combinations result in the stable
solution (Kennedy and Chua, 1988). In addition, HNNs commonly
take advantages of gradient and Lagrange multiplier methods for



Table 3
Primal and dual methods for optimization problems.

Proposed method Problem type Activation function Penalty Learning
rate

Initial state

Xia and Wang
(1995)

LP N/A N/A N/A Feasible
variables

Wu et al. (1996) LP and NLP N/A N/A N/A Feasible
variables

Wang (1997) Assignment problem
(network flows)

f[uij(t)] = xmax/{1 + exp[�fuij(t)]} or
f[uij(t)] = fuij(t)]

x is a large number, a P x/cmax(cmax is
maximum cost with the edge in the
graph)
b �xcmax

s is must sufficient large N/A Feasible
variables

Wang (1998) Shortest path problem
(network flows)

xij(t) = f[uij(t)] � primal
xij(t) = f[zj(t) � zi(t) � cij] � dual

x is a large number, a P x/cmax(cmax is
maximum cost with the edge in the
graph)
b �xcmax

s is must sufficient large s is must
sufficient large

N/A Feasible
variables

Malek and Tari
(2005)

LP N/A N/A g,g1,g2 > 0 Feasible
variables

Hasam and Nezam
(2006)

LP and NLP N/A N/A N/A Any initial
state

Note: N/A – not available.
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solving problems. These methods always need many parameters to
build an approximate function. As the size of the problem grows,
its complexity increases significantly. However, most current
techniques control these parameters through a trial and error
procedure. It would be a great advance if there is a guideline for
setting parameters in the future.

Aiyer et al. (1990) analyzed the behavior of the continuous HNN
based on the matrix expression and derived the parameter settings
for the TSP with a better solution. Talaván and Yáñez (2002) pro-
posed some analytical conditions of continuous HNNs with the
problem size of up to 1000 cities. These parameters depend on
the number of cities and the magnitude of their distances. Their
parameter setting can be applied to other NN algorithms for
improving their convergence, such as a chaotic simulated anneal-
ing algorithm (Chen and Aihara, 1995), a local minima escape algo-
rithm (Peng et al., 1996), and a simulated annealing algorithm
(Papageorgiou et al., 1998). Moreover, the setting procedure can
be implemented on other energy functions (Abe, 1993; Chen and
Aihara, 1995; Kamgar-Parsi et al., 1990). In the meaning time, Tal-
aván and Yáñez (2002) also suggested another setting approach to
solve a generalized quadratic knapsack problem. Tan et al. (2005)
recommended an enhanced parametric formulation that maps
TSPs onto a continuous HNN and illustrated its result by simula-
tion. Unfortunately, the parameter setting in the NNs for combina-
torial optimization has not been studied. However, we believe that
further developments on the parameter setting of HNNs can derive
to more reliable cases.

6.1.2. Choosing the initial state
The choice of an initial state affects the convergence in search-

ing for optimal solutions (Cichocki and Unbehauen, 1993; Ham and
Kostanic, 2001; Peng et al., 1996). We have collected the chosen
initial states and listed them in the last column of Tables 1–3. Aside
from arbitrarily choosing the states, some of them suggest that the
initial state must be chosen in a feasible region to keep the final
solution from not dissipating (Cichocki and Unbehauen, 1993).
On the other hand, since it is uneasy to choose the state, some re-
searches even point out that the initial state must be close to the
optimal solution (Maa and Shanblatt, 1992; Zak et al., 1995). No
matter how it is done, there should be a systematic way to choose
the initial state for networks in the future.
6.2. Infeasible solutions

As discussed before, an infeasible solution could be obtained if
one inadequately sets parameters or arbitrarily chooses initial
states. Takahashi (1998) queried about the original HNNs as: (i) a
solution can converge on non-optimal locally minimum solutions;
(ii) a solution may converge on infeasible solutions; and (iii) solu-
tions are very sensitive by their parameters. Thus, he provided an
extended energy function to escape the infeasible solution through
carefully tuning the parameters for TSPs, after which the feasible
solution can be guaranteed. Furthermore, he modified a series of
theories to promote a feasible solution for the extended HNN so
that the solution eventually turns out to be TSP-feasible. We see
that his structure is more complex than the original one, and its
computational burden increases as the problem size does. It seems
that Takahashi’s study provides an optimistic direction for the fu-
ture development, least to say, a feasible solution will be obtained
in the final stage from his contribution.

6.3. Local versus global optimal solutions

It is common that the solution of HNNs is easily trapped at a lo-
cal optimum (Kennedy and Chua, 1988). Various approaches are
contributed to avoid local optimal solutions (Martı́n-Valdivia
et al., 2000; Peng et al., 1996; Qu et al., 2006), but there has been
no perfect approach until now. Peng et al. (1996) improved the
HNNs with a local minimal searching algorithm, e.g., gradient
methods or Runge–Kutta methods, and its solution is stable at a lo-
cal minimum state from any initial state. In fact, their network uses
the HNN for a local search and an auxiliary network for choosing
the suitable initial state. Although their development is difficult
to be theoretically analyzed (Qu et al., 2006), it still offers a guide
for solving large-scale optimization problems.

Yalcinoz and Short (1997) proposed another approach with a
defined rule to solve a large-scale economic dispatching problem,
and its solution can converge to a valid region. Martı́n-Valdivia
et al. (2000) suggested a local minima escape algorithm (Peng
et al., 1996) with an augmented Lagrange multiplier method to
solve the TSPs with 51 cities and 101 cities. Following this stream-
line, many researches studies have tries to modify HNNs or to com-
bine with other heuristic algorithms so as to avoid the local optima
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(Sexton et al., 1998, 1999). This direction can help HNNs to solve
large-scale problems in the future.

6.4. Computational efficiency

A noteworthy feature of the HNNs is their ability for massive
parallel computation (da Silva et al., 2006; Hopfield and Tank,
1985; Li, 1996; Lin et al., 2000; Pavlik, 1992; Wang, 1993). How-
ever, their complex structure for parallel computation may lead
to difficulties in neuron updating (Looi, 1992; Smith, 1999). There-
fore, how to design an effective parallel process is an important is-
sue in the future.

Along with the trend of simulation procedure for solving prob-
lems on digital computers, Méida-Casermeiro et al. (2001) pro-
posed a new concept for updating units in a discrete HNN for
solving TSPs. Two neuron updating rules, the one-path updating
rule and the two-path updating rule, which are similar to two-opti-
mal and three-optimal tour improvement heuristics are respec-
tively supplied (Croes, 1958). The computational results with city
numbers from 51 to 532 are demonstrated, and a direction to im-
prove the computational efficiency is also discussed. Munehisa
et al. (2001) presented another HNN structure for updating the
weights for a number of neurons. Four test problems from the
TSP library are examined by the proposed and show a rather good
performance (Reinelt, 1991). However, larger problems take up
significant computational time by soft computing.

Hardware computing, on the other hand, is much faster than
soft computing and is the noteworthy advantage of HNNs. It needs
more elements to be implemented in the hardware for large-sized
problems. Moreover, the development of VLSI circuits has im-
proved so tremendously that implementation will not be a prob-
lem later if the material problem can be overcome.

The HNN structure causes a logistic difficulty (solutions
with several local minima) in computing (Gee and Prager,
1995). For this topic, Takahashi (1999) provided two structures
of the specific problems which are related to the formulation.
One is how to map a real world problem onto a discrete
HNN problem (Takahashi, 1999), and the other is how to orga-
nize a mathematical formulation to a continuous HNN problem
(Takahashi, 1999). The first problem gives hope for future
applications of HNNs if the transformation can be interpreted
adequately. Although many researchers have been successful
in illustrating their HNNs to solve real problems such as
assignment problems, scheduling problems, shortest path prob-
lems, TSPs, and vehicle routing problems (Araújo et al., 2001;
Nygard et al., 1990; Gee and Prager, 1995; Smith et al.,
1996; Wang, 1996), more and more applications are expected
in the future. The second problem is difficult to be conquered
since it still lacks a general network, guaranteeing an optimal
solution for a general MP problem. Our review collects and
organizes a series of methods for solving the special cases of
MP problems. Some connections among these cases and dis-
cussed drawbacks might be helpful for blossoming more gen-
eral cases in the future.

We have posted four issues in dealing with the use of HNNs for
optimization. These contents are practical when utilizing the net-
works, but we only discuss how to formulate the problems and
then solve the problems through mathematical software on a dig-
ital computer. In this paper we have not implemented HNNs by
hardware. This might be another story for later research.

7. Conclusions and future works

After reviewing the HNNs for optimization in the area of oper-
ations research, we can see that the networks solve various MP
problems. After respectively classifying the techniques of NNs,
penalty functions, Lagrange multipliers, and primal–dual methods,
the various programming problems can be placed and solved by
the proposed techniques. Moreover, some essential parts of NN ap-
proaches are also organized in the three tables for ease of use by
beginners.

Based on the review, we have obtained some directions for fu-
ture studies. First, the computational efficiency of the HNN ap-
proaches does not perform consistently well. Therefore, it is
valuable to develop a more efficient NN for solving a generalized
problem. Second, the HNN provides another aspect for solving a
large-sized problem with a parallel process on a real-time basis.
However, material advancement for establishing the necessary
VLSI circuit is needed in the future. Third, although there are some
drawbacks in utilizing HNNs, we suggest that a hybrid algorithm,
combined with a special characteristic of other techniques, could
enhance the networks for advanced applications in many areas
(Lan et al., 2007). Fourth, we also believe that a creative thinking
on the network structure might lead to another tremendous ad-
vance in this area. It is hoped that the review can arouse more
interest on HNNs in the future.
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Appendix A. The definition of the Lyapunov function (Haykin,
1999)

Functions which make use of a continuous scalar function of the
state vector are called a Lyapunov function. The Lyapunov function
proves the stability of a certain fixed point in a dynamical system
or autonomous differential equation. One must be aware that the
basic Lyapunov Theorems for autonomous systems are a sufficient,
but not necessary tool to prove the stability of an equilibrium sys-
tem. Finding a Lyapunov Function in a certain equilibrium situa-
tion might be a matter of luck. Trial and error is the common
method to apply when testing Lyapunov functions on some equi-
librium systems.

Haykin (1999) provided a serious of theorems to define and
supports us general formulation to illustrate the Lyapunov func-
tion as follows.

Theorem 1. The equilibrium state �x is stable if in a small neighbor-
hood of �x there exists a positive definite function V(x) such that its
derivative with respect to time is negative semi-definite in that region.

Theorem 2. The equilibrium state �x is asymptotically stable if in a
small neighborhood of �x there exists a positive definite function V(x)
such that its derivative with respect to time is negative definite in that
region. A scalar function V(x) that satisfies these requirements is called
a Lyapunov function for the equilibrium state �x.

The function V(x) is positive definite in the state space S, and for
all x in S, it satisfies the following requirements:

(i) The function V(x) has continuous partial derivatives with
respect to the elements of the state vector x.

(ii) Vð�xÞ ¼ 0.
(iii) VðxÞ > 0 if x–�x.

Let �x ¼ 0 be an equilibrium state of the autonomous system
_x ¼ f ðxÞ and let _VðxÞ ¼ ð@V=dxÞðdx=dtÞ ¼ rf ðxÞ be the time deriva-
tive of the Lyapunov function V. There exist three types of stable
equilibrium, such as
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(1) Stable equilibrium: If the Lyapunov function V is locally
positive definite and the time derivative of the Lyapunov
function is locally negative semi-definite, where _VðxÞ 6 0;
8x 2 S for some neighborhood space S, then the equilibrium
is proven to be stable.

(2) Locally asymptotically stable equilibrium: If the Lyapunov
function V is locally positive definite and the time derivative
of the Lyapunov function is locally negative definite, where
_VðxÞ 6 0;8x 2 S n f0g for some neighborhood space S, then
the equilibrium is proven to be locally asymptotically stable.

(3) Globally asymptotically stable equilibrium:If the Lyapunov
function V is globally positive definite and the time deriva-
tive of the Lyapunov function is globally negative definite,
where _VðxÞ 6 0 8x 2 Rn n f0g, then the equilibrium is proven
to be globally asymptotically stable.

In many problems of the HNN, the energy function can be con-
sidered as a Lyapunov function. However, the existence of a Lyapu-
nov function is sufficient but not necessary for stability. The
Lyapunov function V(x) provides the mathematical basis for
the global stability analysis of the non-linear dynamical system.
The global stability analysis is much more powerful in its conclu-
sion than local stability analysis – that is, every globally stable
system is also locally stable, but not vice versa.
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